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Motivation
Many detailed expert models encoded in software and described in text

… however…
• Software requires manual curation to integrate 
• Textual descriptions and software are not integrated

Goal: Construct and curate semantically-rich 
representations of scientific models by integrating: 
natural language descriptions and equations from 
publications and documentation, with the software
that implements those models.
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From source...
crop_yield.f

1 ************************************************************************

2 *     UPDATE_EST - Updates the estimated yield of magic beans given 

3 *       some additional amount of rainfall

4 ************************************************************************

5 *

6 *     VARIABLES

7 *     

8 *     INPUT RAIN      = Additional rainfall

9 *

10 *     INOUT YIELD_EST = Crop yield to update

11 *

12 ************************************************************************

13 SUBROUTINE UPDATE_EST(RAIN, TOTAL_RAIN, YIELD_EST)
14 DOUBLE PRECISION RAIN, YIELD_EST, TOTAL_RAIN

15 TOTAL_RAIN = TOTAL_RAIN + RAIN

16 

17 *       Yield increases up to a point

18 IF(TOTAL_RAIN .le. 40) THEN
19 YIELD_EST = -(TOTAL_RAIN - 40) ** 2 / 16 + 100

20 

21 *       Then sharply declines

22 ELSE
23 YIELD_EST = -TOTAL_RAIN + 140

24 ENDIF

25 

26 END SUBROUTINE UPDATE_EST
27

28 ************************************************************************

29 *     CROP_YIELD - Estimate the yield of magic beans given a simple 

30 *       model for rainfall

31 ************************************************************************

32 *

33 *     VARIABLES

34 *     

35 *     INPUT MAX_RAIN   = The maximum rain for the month

36 *     INPUT CONSISTENCY = The consistency of the rainfall 

37 *       (higher = more consistent)

38 *     INPUT ABSORBTION = Estimates the % of rainfall absorbed into the

39 *       soil (i.e. % lost due to evaporation, runoff)

40 *

41 *     OUTPUT YIELD_EST = The estimated yield of magic beans

42 *

43 *     DAY              = The current day of the month

44 *     RAIN             = The rainfall estimate for the current day

45 *

46 ************************************************************************

47 PROGRAM CROP_YIELD
48 IMPLICIT NONE
49 

50 INTEGER DAY

51 DOUBLE PRECISION RAIN, YIELD_EST, TOTAL_RAIN

52 DOUBLE PRECISION MAX_RAIN, CONSISTENCY, ABSORBTION

53 

54 MAX_RAIN = 4.0

55 CONSISTENCY = 64.0

56 ABSORBTION = 0.6

57 

58 YIELD_EST = 0

59 TOTAL_RAIN = 0

60 

61 DO 20 DAY=1,31

62 *       Compute rainfall for the current day

63 RAIN = (-(DAY - 16) ** 2 / CONSISTENCY + MAX_RAIN) * ABSORBTION

64 

65 *       Update rainfall estimate

66 CALL UPDATE_EST(RAIN, TOTAL_RAIN, YIELD_EST)
67 PRINT *, "Day ", DAY, " Estimate: ", YIELD_EST

68 

69 20 ENDDO

70 

71 PRINT *, "Crop Yield(%): ", YIELD_EST

72 

73 END PROGRAM CROP_YIELD

var declarations

var assignments

function
(program, subroutine)

loop

conditional
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... derive:
GrFN: Grounded Function Network
Executable DBN

… with associated comments
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Equation Identifier: 
Location of equation 

bounding box

Text Reading Pipeline
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Rule-based extraction of scientific 
discourse:
● Variable ranges
● Units
● Confidence
● Causal influence
● ...

Equation Context Identifier: 
locate text describing the 

equation

Rule-based extraction of 
equation and variable 

descriptions

Grounding (linking variables 
from different sources by 
their descriptions)

Variables and their 
comment descriptions

Program Analysis

Equation Reading
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Equation Reading
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Equation Reading Pipeline
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Equation Identification: 
Location of equation 

bounding box

Equation to 
LaTeX

Equation grounding: 
linking variables to 

descriptions

Conversion to Lambda 
expressions preserving 
description alignment

Equation and variable 
descriptions

Text Reading

def Re(rho, V, L, mu):
return (rho * V * L) / mu

Re = \frac{\rho V L}{\mu}
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GrFN: Grounded Function Network

Variable Metadata
● Comments
● Types, ranges, default values

Lambdas
def assign_RAIN(MAX_RAIN, CONSISITENCY, ABSORPTON, DAY)

return (-(DAY - 16) ** 2 / CONSISTENCY + MAX_RAIN) 

* ABSORBTION 18
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Model Analysis: Structural Comparison
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● Sensitivity index computation is done using Sobol sensitivity analysis
● Computing the sensitivity indices allows us to see which variables and which pairs of 

variables account for the most variance in overall model output
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Model Analysis: Sobol Sensitivity Analysis

∂LAI ∂LAI

TMAX
TMAX

TMIN
DOY
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Model Analysis: GrFN as Dynamic Bayesian Network



23

Model Analysis: DBN
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Code Summarization: Training Corpus
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… and more…

● Neural network architecture that can encode functions and generate 
natural language summaries

● Trained using existing, well-documented open source code!



26

● Automating linking of software to text discourse  context
● Model comparison and sensitivity analysis in a uniform framework
● Contextual debugging and model communication
● Facilitate import of source code to libraries (e.g., MINT model store)
● Comparison of natural language -derived Causal Analysis Graphs (CAGNLs) to 

software CAGs (CAGSs)
○ Fill in causal details missing in CAGNLs
○ Expose assumed common-sense knowledge underlying CAGNLs

Summary
Integration of model semantics 

from text, equations and software
into a uniform framework for analysis.
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